Synaptic shunting by a baseline of synaptic conductances modulates responses to inhibitory input volleys in cerebellar Purkinje cells
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When processing synaptic input in vivo, large neurons in the brain must cope with thousands of events each second. Much work has focused on the specific processing of synchronous excitatory input volleys, both in cerebellar and cerebral cortical research. Here we pursue the question of how a continuous background of ongoing ‘noise’ inputs interacts with the processing of synchronous inhibitory input volleys. Specifically we examine the processing of inhibitory input transients in cerebellar Purkinje cells, which by inducing pauses in Purkinje cell spike activity may lead to a disinhibition of the deep cerebellar nuclei and thus to cerebellar motor command signals. We use the technique of dynamic clamping in vitro to simulate controlled patterns of in vivo like background inputs. We use electrical stimulation of inhibitory interneurons in the deep or upper molecular layer to create inhibitory input transients that lead to spike pauses in Purkinje cell activity. These pauses were much longer in the absence than in the presence of background inputs applied with dynamic clamping. We found that a significant amount of the synaptic current elicited by electrical stimulation was shunted by the background inputs. The overall amount of background conductance as well as the pattern of background inputs modulated spike pause duration in a specific manner. This modulation by shunting may be employed in vivo to evaluate the salience of specific sensory input received by cerebellar cortex.
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Introduction

In vivo, neurons do not process synaptic inputs in isolation, but in the context of ongoing background activity. The amount of background activity likely to occur has a strong influence on synaptic integration by dramatically changing the input resistance and time constant of neurons.1,2 These changes lead to a significant shunting of membrane currents, as well as a faster response time. It has been shown that inhibitory inputs shunt spike responses in vivo, for example thalamic bursting3 and cortical visual responses4 can be shunted. In principle, however, the amount of shunting is proportional to the total amount of excitatory and inhibitory conductance, and in the case of an ongoing background of excitation and inhibition, shunting is expected to have a strong effect on synaptic integration.5,6 In addition, noise fluctuations in the input conductance have important influences on the properties of the output spike train7,8 as well as the interaction between inhibitory and excitatory inputs.9

Purkinje cells in the cerebellar cortex are likely to receive a large amount of background excitation from parallel fiber inputs and inhibition from interneurons that are also activated by parallel fibers. Such input results in an irregular firing pattern, in which spike timing is mostly controlled by inhibition and intrinsic currents.5,10 Superimposed on this background synaptic activity, synchronized input volleys are likely to occur as a result of activation of specific populations of granule cells during behavior.11 These volleys could specifically affect Purkinje cells overlying activated granule cell populations via synaptic output on the ascending branch of granule cell axons,12 or via synchronized parallel fiber activity. In either case, such granule cell activation is expected to lead to synchronized excitatory as well as inhibitory inputs onto specific populations of Purkinje cells. Since the output of Purkinje cells is inhibitory onto the deep cerebellar nuclei, spike pauses in Purkinje cell activity are likely the relevant signal by which motor commands are transmitted to the deep cerebellar nuclei.6,13,14

In the present study we examine the hypothesis that the level of background input a Purkinje cell receives selectively shapes the response to inhibitory input volleys by the mechanism of synaptic shunting. We hypothesize that the overall level of parallel fiber activity may have a strong effect on the expression of behaviorally relevant spike pauses. We use the technique of dynamic clamp-
ing\textsuperscript{15,16} to apply a controlled pattern of background conductances to Purkinje cells recorded in rat brain slices while using electrical stimulation of interneurons to elicit inhibitory synaptic responses. We find that synaptic shunting indeed significantly shapes the response to brief bursts of inhibitory input. Thus synaptic shunting provides a mechanism by which parallel fiber activity sets the context under which synchronized volleys of input are processed.\textsuperscript{12} Cerebellar cortical processing may thus occur via the interaction of an asynchronous continuous input mode and a synchronous mode of specific input volleys.

**Materials and methods**

**Slice preparation and whole cell recording**

All animal procedures fully complied with the National Institutes of Health guidelines on animal care and use and were conducted under a protocol approved by the Emory IACUC. Sprague-Dawley rats (15–21 days old) were anesthetized with halothane, decapitated, and the brain was quickly removed and dropped into ice-cold oxygenated Ringer. Slices were cut in the sagittal plane with a 300 \( \mu \)M thickness and incubated following standard procedures.\textsuperscript{6} Whole-cell recordings were obtained from the soma of visualized Purkinje cells at 32 °C using an extracellular medium containing (in mM): 124 NaCl, 3 KCl, 1.9 MgSO\textsubscript{4}, 1.2 KH\textsubscript{2}PO\textsubscript{4}, 26 NaHCO\textsubscript{3}, 2 CaCl\textsubscript{2}, and 20 Glucose, and oxygenated with 95% O\textsubscript{2} and 5% CO\textsubscript{2}. Electrodes were filled with (in mM): 140 Potassium Gluconate, 10 HEPES, 6 NaCl, 2 MgCl\textsubscript{2}, 0.2 EGTA, 4 NaATP, 0.4 NaGTP, 0.05 Spermine, and 5 Glutathione. This solution was adjusted to a pH of 7.3 with KOH, and slightly diluted to 270 mOsM with distilled water. The computed Cl\textsuperscript{−} reversal potential given the final chloride concentrations in the extracellular and intracellular media is \(-70\) mV. Electrodes had an impedance between 5 and 10 MΩ. Electrode tips were coated with Sylgard, which provided a significant reduction in capacitive artifacts during dynamic clamping. Endogenous excitatory input in the slices via AMPA receptors was blocked with 30 \( \mu \)M CNQX in the extracellular solution. NMDA receptors were blocked with 100 \( \mu \)M AP-5 and metabotropic glutamate receptors (mGlRs) were blocked with either 500 \( \mu \)M MCPG or a mixture of 50 \( \mu \)M LY367385, 0.5 \( \mu \)M CPPG and 0.5 \( \mu \)M MPEP hydrochloride. All pharmacological blockers were purchased from Tocris Cookson (St. Louis, MO).

**Electrical stimulation**

Basket and stellate cells in the molecular layer of the cerebellum were electrically stimulated with a pipette filled with 0.5 M NaCl. These stimulating pipettes were similar in size and tip diameter to whole-cell recording electrodes; thus stimulating only a small local patch of tissue.\textsuperscript{17} To avoid stimulating cells that present a transition between true basket and stellate cell types at an intermediate depth in the molecular layer,\textsuperscript{18} we used stimulation sites only in the lower- or uppermost 1/3rd of the molecular layer (Fig. 1). Axons of interneurons primarily remain at the depth of the cell soma in the molecular layer,\textsuperscript{19} and thus favor a cell-type specific stimulation of interneurons at different depths. However, some branches of basket cell axons descend into the upper molecular layer and could lead to a component of basket cell stimulation even for superficial stimulation sites. Biphasic stimulation pulses of 0.2 ms biphasic pulse were given through a stimulus isolator (World Precision Instruments, model A365). Stimulation strength was increased until a pause response was seen in spontaneous Purkinje cell spiking. Required stimulation intensities ranged from 8–80 V (measured on an oscilloscope in parallel to the stimulation electrode). This is equivalent to stimulation currents of 1.6–16 \( \mu \)A for an electrode impedance of 5 MegΩ, which is a typical value for the patch electrodes used. Due to the presence of blockers of all excitatory synaptic transmission, the direct stimulation of parallel fibers did not lead to any responses.

**Dynamic current clamp**

In order to simulate the background synaptic input Purkinje cells receive \textit{in vivo} via parallel fibers and interneurons, dynamic current clamping (dcc) was used to apply a baseline level of random synaptic inputs to these cells. The amount of simulated synaptic current injected (\( I_{inj} \)) was calculated at a 10 kHz refresh rate from
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the recorded membrane potential \( (V_m) \) and two stored synaptic conductance waveforms representing the sum of excitatory \( (G_{ex}) \) and inhibitory \( (G_{in}) \) conductances. The equation used to calculate synaptic current was:
\[
I_{inj} = I_{ex} + I_{in} = G_{ex} \cdot (E_{ex} - V_m) + G_{in} \cdot (E_{in} - V_m),
\]
where \( E_{ex} \) and \( E_{in} \) are the synaptic reversal potentials of 0 mV for excitation and -70 mV for inhibition respectively. A CIO-DAS 16/F analog-to-digital board (Computer Boards) attached to a computer using a customized software data acquisition program running under the DOS operating system was used to acquire data (see Gauck and Jaeger, 2000 for details). Recording electrodes were attached to an Axon HS2A 0.1 LU headstage and recordings were obtained with an Axoclamp 2B amplifier (Axon Instruments).

**Construction of synaptic inputs**

The synaptic conductance traces \( G_{ex} \) and \( G_{in} \) were modeled to reflect expected in vivo excitatory and inhibitory inputs that Purkinje cells receive from parallel fibers and molecular layer interneurons respectively (see Jaeger and Bower, 1999, and Fig. 2). The mean amplitude of \( G_{ex} \) and \( G_{in} \) was in the lower range of conductance amplitudes employed in this previous study. This range of conductance levels and the reduction of electrode capacitance with Sylgard allowed the use of a single patch electrode for dynamic clamping without incurring feedback artifacts in the recorded membrane potential. Excitatory inputs were modeled as a pure AMPA conductance, since in mature Purkinje cells an NMDA component is not found with parallel or climbing fiber inputs. Inhibition was simulated purely as a GABA-A conductance, since IPSCs elicited by interneuron stimulation are fully blocked by the selective GABA-A blocker bicuculline. Individual AMPA and GABA_\text{A} inputs were modeled as biexponential EPSCs and IPSCs using a GENESIS (http://www.genesis-sim.org) simulation. EPSCs had a rise time constant of 0.5 ms, decay time constant of 1.2 ms and a maximum conductance of 50 pS. This time course and amplitude was made to match experimental finding of parallel fiber synapses. The total excitatory conductance waveform was constructed from 1000 AMPA synapses firing randomly at 36 Hz. This pattern is equivalent to 10,000 AMPA synapses firing at 3.6 Hz, or 100,000 AMPA synapses firing at 0.36 Hz. Recent findings on parallel fiber synapses suggest that many of the approximately 200,000 synapses a Purkinje cell receives may be silent. The mean firing rate of granule cells in vivo has not been determined in awake animals, but may be around 3 Hz in anesthetized rats. The IPSCs we incorporated in our dynamic clamp conductance had a rise time constant of 1 ms, a decay time constant of 10 ms matching published data and a maximum conductance of 50 pS for stellate cells and 1 nS for basket cells. These values match the
amplitudes of small and large IPSCs found for unitary inhibitory events in Purkinje cells.\textsuperscript{26} IPSCs elicited from interneurons closest to the Purkinje cell layer are considerably larger than IPSCs from more superficial interneurons,\textsuperscript{26} though there is no physiological evidence for a binary distribution of Purkinje cell IPSC amplitudes elicited by stellate cell and basket cell input. A gradual decrease of IPSC amplitudes in Purkinje cells with increasing distance of presynaptic interneurons from the Purkinje cell layer fits well with anatomical data showing a similarly gradual transition between axonal termination patterns typically described for the ‘classical’ basket cell and stellate cell types, respectively.\textsuperscript{18} Nevertheless, to reduce the number of parameters in the construction of our stimuli, we chose to represent inhibitory inputs along the classical binary division of basket and stellate cells. The total simulated inhibitory conductance waveform was made up of 500 stellate cell synapses and 50 basket cell synapses, which were all activated randomly at a mean rate of 10 Hz. Random activation times of excitatory and inhibitory inputs were selected with a random number generator (rand in GENESIS) with a fixed probability of activation at each time step, thus resulting in an exponential distribution in the activation of single synapses. The resulting relative balance of excitation and inhibition was suitable for controlling Purkinje cell spiking at physiological rates, which is only possible within a narrow range of relative levels of excitation and inhibition.\textsuperscript{5} The balance of excitation and inhibition can be expressed in the combined synaptic reversal potential (Fig. 2C) during dynamic current clamping using the following equation:

\[ E_{syn} = \frac{(G_{ex} E_{ex} + G_{in} E_{in})}{(G_{ex} + G_{in})}. \]

Shunt currents (I\textsubscript{s}) due to the presence of background conductances G\textsubscript{ex} and G\textsubscript{in} are proportional to the distance of the membrane potential from E\textsubscript{syn} at any time:

\[ I_s = (G_{ex} + G_{in}) * (V_m - E_{syn}). \]

The total rates and amplitudes of excitatory and inhibitory input can not be fully constrained by available experimental data. To examine the effects of different amplitudes of background input, we used a variable gain factor of 1\times or 2\times on the baseline of conductances as in previous studies (5, 6). Increasing the conductance gain does not alter E\textsubscript{syn}, but it increases the shunt current at a given driving force (V\textsubscript{m} - E\textsubscript{syn}) proportionally. In Purkinje cells this effect leads to a slower spike rate when the gain of a baseline of excitatory and inhibitory input is increased because an intrinsic inward persistent current is shunted more effectively.\textsuperscript{5} A slowing spike rate, however, would act as confounding factor in our quantification of spike pause responses due to additional inhibitory inputs elicited by electrical stimulation. Therefore, we employed a 2.5 mV positive shift in driving forces for both inhibition and excitation for clamp gain 2, which we empirically found to lead to a close match in mean spike rates in response to both gains for most neurons (see Results). This manipulation depolarizes E\textsubscript{syn} by a constant value of 2.5 mV, while leaving the waveforms and the relative balance of excitation and inhibition unchanged. We avoided the use of bias currents to adjust spike rates during stimulation, because such currents would introduce mechanism of triggering spikes independent of the trajectory of applied conductances. The relative amplitude and fluctuations between excitatory and inhibitory conductances (G\textsubscript{ex} and G\textsubscript{in}) were very similar to our previous study (Fig. 1B in (5)). The power spectra of the inhibitory and excitatory conductances (Fig. 2D) show that the random input trains used result in a broad range of frequencies at which conductances fluctuated with a smooth fallow towards higher frequencies. At low frequencies the power of inhibitory conductances dominated 100-fold over excitatory conductances, which is due to the much higher total number of random EPSCs adding to a near flat conductance level (Fig. 2B). We found that the shape of the power spectrum of AMPA excitation and GABA-A inhibition is very similar for a large range of synaptic activation rates (not shown), but that the whole spectrum is shifted vertically to higher power when fewer and larger unitary events are present.\textsuperscript{27}

**Data analysis**

Acquired whole-cell recordings were analyzed with Matlab (The Mathworks, Inc.). A baseline spike rate was determined for each trial from 500 ms of spontaneous spiking or spiking controlled by dynamic clamping before inhibition was stimulated electrically. Trials with fewer than 4 spikes in the baseline period were discarded. Spike pauses elicited by electrical stimulation were quantified as the time from the first electrical stimulus in the train to the first action potential afterwards. Trials in which the pause lasted longer than 1 s were discarded, as a transition to a down-state likely occurred (see Fig. 3, and (28)). In addition, pauses following electrical stimuli that were given when Purkinje cells were in a spontaneous down-state were not analyzed. Besides the duration of spike pauses we quantified the peak hyperpolarization (IPSP) elicited by electrical stimulation in each condition. This value was derived from the average response over repeated trials using the same stimulus condition (n = 4–10). The injected current during dynamic clamping was examined for shunt currents elicited by electrically stimulated inhibition. This analysis was performed by subtracting the injected current in the absence of electrical stimulation from the injected current after electrical stimulation. The applied dynamic clamp conductance was identical under both conditions, and results from 4–10 trials were averaged. The quantitative measurements were analyzed statistically using the Systat software package (SPSS, Inc.).

A custom-written C-routine was used to analyze the precision of spike timing over repeated trials using the
same pattern of input conductances (see Fig. 4). The spike times in each trial were compared against the closest matching spike times in all other trials. A histogram of the spike timing accuracy across trials was constructed (precision histogram), and compared to the chance level of expected spike coincidences determined from 100 repetitions of shuffling the spike-intervals of the source trials. This method is a refinement of the cross-correlation method we have employed previously, but it is improved in the sense that each spike in the source trace is only matched to a single spike in the target trace if present within the target window.

Results

Spontaneous activity

Previous studies have shown that spontaneous spiking of Purkinje cells in vitro consists of ongoing irregular spiking, in which small pauses are caused by inhibitory inputs from local interneurons. The recording conditions in this study were different in that all excitatory synaptic input in the slice was blocked pharmacologically. Nevertheless voltage clamp recordings of Purkinje cells typically showed an ongoing baseline of spontaneous IPSCs (Fig. 3A), indicating that inhibitory interneurons were active in the absence of excitatory input under our recording conditions. In current clamp, Purkinje cells showed an ongoing irregular pattern of spiking (Fig. 3B), indicating that intrinsic inward plateau currents can keep the cell in a spiking up-state, which shows spontaneous spiking with brief pauses that are presumably due to the inhibitory background inputs. In some Purkinje cells, recordings infrequently dropped into spontaneous down states (Fig. 3C), which lasted several seconds. This rare display of bistability is in agreement with a recent study showing the stabilization of the up-state by I–H. The down-state could also be elicited with a hyperpolarizing bias current. Additional small hyperpolarizing current pulses (80 pA, 100 ms) were used to determine the effective input resistance in the down-state, which was found to be 56 ± 13 MΩ. The input resistance in the up-state could not be determined cleanly with current pulses due to ongoing spike activity. It was substantially lower than in the down-state, however, as indicated by much smaller deflections in membrane potential with small 10 ms current pulses than found in the down-state.

Electrical stimulation of basket and stellate cells

We generally adjusted the stimulation amplitude until a small but consistent spike pause was observed in current clamp for single pulse stimulation (Fig. 3B). When recordings were switched to voltage clamp, the same stimulation intensity resulted in an IPSC (Fig. 3B). The amplitude of a response to a single electrical stimulus was comparable to spontaneous IPSCs or spike pauses, indicating that only one or a few inhibitory inputs were stimulated. The average stimulation strength to elicit a small spike pause was 47 ± 18 V (mean ± standard deviation) for upper ML stimulation, which was significantly higher than the average stimulation strength of 39 ± 17 V for deep ML stimulation in the same population of 13 Purkinje cells (p < 0.05, paired t-test). Because stimulation strength may not directly correspond to the number of stimulated axons due to a different density or stimulation threshold of axons in the upper and deep ML, we can make no quantitative statements as to the relative strength of stellate cell vs. basket cell inhibition. A qualitative jump in responses suggesting a fundamentally different effect of basket cell versus stellate cell inhibition was not observed, however.

A brief train of 2–5 stimulation pulses at 200 Hz increased the amplitude of the elicited IPSC in voltage clamp severalfold (Fig. 3B) and led to a prolonged spike pause in current clamp. It is important to note that the spike pause duration could far exceed the duration of the IPSC, which suggests that spike pauses were prolonged via the deactivation of the sustaining inward plateau current. Although the membrane time constant also effects a slowing of repolarization and a thus a prolongation of IPSP duration in comparison to IPSC duration in voltage clamp, this effect can not account for pauses lasting several hundred milliseconds. In fact, in some cases a strong stimulus could switch the Purkinje cell into a down-state (Fig. 3C) given by a long-lasting deactivation of inward plateau currents, as previously observed. The spike pause durations were quantified for inhibitory input from presumed basket cells (stimulation in lower 1/3 rd of molecular layer (Deep ML), n = 18) and presumed stellate cells (stimulation in upper 1/3 rd of molecular layer (Upper ML), n = 29) activation (Fig. 3D). In both cases, the pause duration significantly increased between 1 and 3 pulses of stimulation, but did not further increase between 3 and 5 pulses. This finding suggests that brief bursts of 2–4 spikes of interneurons in vivo may provide a preferred strong input condition different from an irregular single spike mode.

Control of spontaneous activity by dynamic current clamping

We have previously shown that the random background of many excitatory and inhibitory inputs that a Purkinje cell is expected to receive in vivo can exert a tight control over the rate and timing of action potentials. In the previous work the effect of dynamic clamping was examined in isolation while all endogenous synaptic input was blocked. In the present study we left endogenous inhibitory input intact, and examined the interaction between it and additional conductances applied with dynamic clamping. This approach allows us to examine the important question of how the effect of synaptic
inputs is influenced by the presence of an in-vivo like background.

Both in the absence and presence of dynamic clamping Purkinje cell recordings were characterized by ongoing irregular spiking (Fig. 4A,B). In the absence of dynamic clamping a small hyperpolarizing bias current (between 0 and −0.3 nA) was given to reduce the spike rate to values comparable to those seen with dynamic clamping and to increase long-term stability of recordings. Any bias current was switched off during presentation of dynamic clamp stimuli, and the spiking was controlled by conductance inputs alone. Both spontaneous spiking and spiking during dynamic clamping showed a smooth interspike interval (ISI) distribution with a single mode and a tail indicating the presence of a small proportion of prolonged ISIs (Fig. 4D). The autocorrelation histograms were flat, indicating the absence of oscillatory spiking (not shown). A spike precision analysis was carried out to determine how well spikes were aligned across repeated trials of the same stimulus condition (Fig. 4E). A shuffle predictor was used to estimate the number of spikes that would be aligned with each other by chance alone given the specific ISI distribution. In the case of spontaneous spiking the shuffle predictor (solid line) is identical with the precision histogram indicating that subtraction of the shuffle predictor successfully eliminated any spike alignments occurring by chance. For dynamic clamping at gain 1 (average total synaptic conductance of 13.7 nS) a clear central peak emerged in the precision histogram, which was much more
Figure 4
The control of spiking by dynamic clamping. (A, B). Spike raster plots of spontaneous activity, and activity recorded during dynamic clamping. Each line in the raster plots represents a trial with the same applied conductance pattern depicted below as $E_{\text{syn}}$ (see Methods). As the applied conductance amplitudes increased, more spikes were aligned with depolarizing deflections in $E_{\text{syn}}$ (gray dashed lines are drawn for two clear examples). (C) Spike triggered averages of the applied conductances were constructed from repeated trials of 20 s of dynamic clamping. The result indicates that spike timing was controlled more by a transient decrease in inhibition than by an increase in excitation given the input statistics depicted in Fig. 2. (D) The inter-spike interval plots show that the objective of keeping a similar spike rate across conditions was well met for this cell. At the high clamp gain, however, spike-interval variability increased as indicated by a broadening of the interval distribution and by the increase in the coefficient of variation (CV). (E) Spike precision histograms were constructed by plotting the alignment of all spikes across all pairwise combinations of trials (see Methods). The solid line represents the chance distribution of spike alignments and the dotted line represents 3 standard deviations from this chance distribution. The superimposition of the solid line with the histogram for the case of spontaneous spiking demonstrates the successful estimate of chance events with our shuffle predictor. At the doubled gain of clamp conductance, a larger number of spikes was aligned more precisely across trials.
prominent when the gain of the clamp conductance was doubled (Fig. 4E). A quantitative analysis of 14 cells showed that the average spike rate was nearly constant between clamp gain 1 (35.7 ± 12.2 Hz) and gain 2 (34.4 ± 16.3 Hz) as intended by our stimulus design using a 2.5 mV offset in driving forces for gain 2 stimuli (see Methods). The average rate of spikes timed precisely within ±2 ms across trials (after subtraction of chance level) increased significantly from 2.9 Hz to 5.7 Hz ($n = 14$, $p = 0.001$ paired t-test). Two vertical dotted lines in Fig. 4B show examples of stimulus conditions that led to aligned spike events. As previously described\(^5\) these conditions mainly consist of a phasic decrease in inhibition preceding the spike (Fig. 4C) that leads to a depolarization of the membrane potential to which the cell is pushed by the input. These results indicate that dynamic clamping takes partial control of the spike pattern in the case of ongoing endogenous IPSCs, and that short phasic changes in the input conductance lead to well aligned spikes even in the presence of additional noise conductances.

The IPSCs from interneurons are partly shunted by dynamic clamp conductances

We electrically stimulated interneurons during a random conductance background applied with dynamic clamping. Nine electrical stimulus pulses (or brief pulse trains) were applied with 2 s intervals over 20 s of a dynamic clamp stimulus. The identical random conductance pattern was applied to all neurons in the absence and in the presence of electrical stimulation of inhibitory inputs. Using this method we can determine the time course and amplitude of the current that is shunted by the continuous background dynamic clamp conductances when inhibition is elicited with electrical stimulation. The current that the dynamic clamp injects is given by 
\[ I_{dc} = (G_{le} + G_m) * (V_m - E_{syn}). \]

The stimulation of inhibitory inputs leads to a hyperpolarization of $V_m$, which changes the driving force of the clamp current ($V_m - E_{syn}$). The change in driving force leads to a change in clamp current that counteracts the stimulation-elicited current (see Methods for details). When the dynamic clamp current in the absence of electrical stimulation is subtracted from the dynamic clamp current with electrical stimulation, the shunted component of the stimulation-elicited current is revealed (Fig. 5A). It should be noted that the shunt current of the background synaptic conductances counteracts components of stimulated synaptic current as well as other membrane currents that are changed during an IPSP. As described above, in Purkinje cells this most likely includes shunting an outward current caused by the deactivation of inward plateau currents. We quantified the average shunt current elicited by the 9 stimulation pulses in our 20 s dynamic clamp period in 9 neurons ($N = 81$ events). This analysis was carried out for 2 amplitudes of background conductance (see Methods regarding dynamic clamp gain), and for stimulation in the deep or upper molecular layer.

Figure 5

The shunt current resulting from electrical stimulation of interneurons. (A) The current caused by dynamic clamp conductances without additional electrical stimulation (thin solid line) was subtracted from the current induced by the same conductance pattern in the presence of electrical stimulation (dotted line). As the electrical stimulation caused a hyperpolarization, the driving force for dynamic clamp current increased, and thus induced a shunt current. The subtracted trace (solid line) reveals the time course and amplitude of shunt current. Traces shown are averages from multiple trials aligned to the same stimulation time. Current spikes due to action potentials were digitally removed before the average was constructed. (B) Averaged shunt currents for 9 stimulation times at 2 s intervals over 20 s of dynamic clamping are shown ($n = 9$ neurons, $n = 81$ responses). For each neuron, deep and upper ML stimulation was performed, and the resulting shunt current is plotted separately.
Electrical stimulation of interneurons during dynamic clamping induces short spike pauses. Two examples of comparing spike trains with and without electrical stimulation (indicated by arrows) are shown. The examples differ by the random sequence of background inputs provided by dynamic clamping. The spike pause induced by electrical stimulation could be short (top two traces) or long (bottom example) depending on the background input condition.

(Fig. 5B). The data show that electrically stimulated IPSCs were shunted more when the level of background input conductances was increased. Both the peak shunt current and the total shunted charge (integral of shunt current) were significantly greater for a high-conductance background inputs (dynamic clamp gain 2 vs gain 1, t-test, p < 0.02). The peak shunt current was also significantly larger for deep ML than upper ML stimulation (p < 0.01), indicating that basket cell input had a stronger effect on Vm at the soma than stellate cell input. Shunting of presumed basket cell stimulation also differed from presumed stellate cell stimulation in that the decay time of the shunt current was faster at the higher clamp gain. This suggests a somatic source of the shunted conductance, as the somatic shunt current elicited by a somatic dynamic clamp will more effectively eliminate a local hyperpolarization, and thus reduce a somatic change in driving force more quickly than a dendritic source.

**Electrical stimulation of interneurons during dynamic current clamp produces short spike pauses**

For the same set of stimulus conditions analyzed above for shunt currents we could examine the spike pattern in the recorded voltage traces. Figure 6 shows the response of a typical recording to a brief train of interneuron stimulation (3 pulses at 200 Hz) for two of the 9 different stimulation times during our 20 s dynamic clamp episode. In each case, a brief spike pause was elicited when compared to the baseline spike pattern without electrical stimulation. The average spike pause for all 9 stimulation times was quantified for the recorded populations of cells as a function of dynamic clamp gain and upper or deep molecular layer stimulation (Fig. 7). As for electrical stimulation during spontaneous spiking (Fig. 3) deep compared to upper molecular layer stimulation and an increase in the number of stimulation pulses (at 200 Hz) led to a longer spike pause. Both the total pause duration and the increase in duration with more stimulation pulses were much reduced compared to the effect during spontaneous spiking, however. For example, the stimulus condition of 3 deep ML pulses resulted in an average pause duration of 363 ± 205 ms during spontaneous spiking, and for the same population of 9 cells the pause was significantly reduced to 108 ± 58 ms during dynamic clamping at gain 1 (paired t-test, p = 0.003). Dynamic clamping at gain 2 further reduced the average pause duration to 88 ± 34 ms in this population of cells, but this additional decrease did not reach significance. The demonstration of the shunted IPSC current above makes it clear that one of the underlying mechanisms is synaptic shunting. Other effects, however, could contribute as...
well. In particular, it is likely that the deactivation of intrinsic plateau currents also contributed to the pause duration in response to strong inhibitory inputs (Fig. 3). This hyperpolarization-induced deactivation is reduced by background synaptic input, which tends to keep the membrane depolarized at $E_{\text{syn}}$ (see Methods and (6)). As described below, beyond the average level of dynamic clamp conductance, specific fluctuations in this conductance significantly determined the duration of pauses following a stimulation-elicited pulse of inhibition. This effect is particularly interesting, in that it allows specific new synaptic information to modulate the time course of the response to previous input.

Fluctuations in background activity control spike pause duration

As shown in Figure 4 and (5), transient fluctuations in the input conductance can control individual spikes precisely. In vivo, such fluctuations are likely to correspond to ongoing information from sensory input and intrinsic processing. The timescale over which inputs can interact in a single neuron has important implications for signal processing. In Purkinje cells, intrinsic dynamics can lead to prolonged responses both for strong inhibitory inputs (Fig. 3B), and for excitatory inputs. Here, we examine how inhibitory responses are influenced by fluctuations in the surrounding input conductances (Figs. 8, 9). We find that specific fluctuations in the background conductances have a strong influence on the expression of the inhibitory response. Stimulation at two typical times in the background input pattern are illustrated in Figure 8. At both stimulation times some spikes due to peaks in the background input (time course given by $E_{\text{syn}}$) were eliminated due to the inhibitory input compared to the baseline condition (Fig. 8A, top panel). However, the induced pause only lasted 46 (gain 2: 39) ms on average at stimulation time 1, but the same stimulus elicited an average pause of 123 (gain 2: 109) ms at stimulation time 2. Moreover, the distribution of pause times was not smooth, but showed distinct termination times (bottom panel). These pause termination times correspond to specific fluctuations in the background conductance pattern that lead to transient membrane depolarization. Stronger such fluctuations soon after the inhibitory stimulation can terminate a spike pause early. Beyond the time of pause termination there was little or no
persistence of the inhibitory inputs in affecting spike timing. This can be verified by comparing the spike rasters following pause termination between trials with or without electrical stimulation (Fig. 8).

We analyzed pause durations quantitatively for 9 different stimulation times as a function of dynamic clamp gain, and deep vs. upper ML stimulation (Fig. 9). In general, a significant spike pause was induced by the stimulus. However, only spikes occurring within approx. 100 ms after stimulation could be eliminated from the background spike pattern. The termination time of the pause was more tightly controlled at some stimulus times (small error bar in Fig. 9) than others. Well-timed termination in the spike pause was caused by a strong depolarizing fluctuation in the background input between 50 and 100 ms after electrical stimulation (Fig. 8A), whereas the absence of such a strong trigger for pause termination lead to variable duration in the pause (Fig. 8B). The interaction of presumed stellate cell stimulation (upper ML) with the background conductances was quite similar to presumed basket cell stimulation, except that pauses were generally shorter. Overall, these data indicate that beyond the effect of shunting to shorten stimulation responses, which is proportional to the level of background conductances, specific fluctuations in the input pattern can terminate pause responses at well defined times. A flexible control of pause offsets could be related to an adaptive timing function often assumed to be carried out in cerebellar cortex.

**Discussion**

The pioneering theory of James Albus (13) hypothesized that specific pauses in Purkinje cell activity would trigger activation of neurons in the deep cerebellar nuclei via disinhibition, and thus constitute a motor command. While Albus thought that pauses in Purkinje cell activity are caused by a weakening of excitatory input synapses, the best physiological evidence for pauses in Purkinje cell activity implies the activation of inhibitory inputs from interneurons,10,30 These two mechanisms are not mutually exclusive, however, and recent evidence points to the presence of plasticity of the synapses onto interneurons, as well as a joint action of excitatory and inhibitory synapses on learnt behavioral Purkinje cell responses to sensory stimulation in vivo.32 In general, Purkinje cells can show strong transient responses to sensory stimulation consisting both of excitatory and inhibitory components.33,34 Purkinje cell responses can be entrained during behavior,35,36 and are likely needed in the adaptive control of motor performance. To optimally code the complex sensory environment in Purkinje cell activity it has been hypothesized that direct Purkinje cell
responses to a particular stimulus are modulated by the context of sensory inputs received from different somatotopic areas. This modulation could be carried out by activity in the parallel fiber system, which originates from a wide band of granule cells in the medio-lateral axis reflecting different somatotopic inputs. The present study shows how the mechanism of synaptic shunting can lead to a gain control of specific sensory or motor responses. In essence, this mechanism evaluates the salience of a specific input among surrounding stimuli, and leads to a diminished response if the input was not of sufficient relative strength. Thus the effect of a given stimulus could be normalized to the ongoing background of ‘noise’ stimuli. Although the present study focused on the shunting of inhibitory inputs, the same mechanisms also apply to excitatory inputs and can effectively gate excitatory Purkinje cell responses, as recently shown in a modeling study.37

The use of dynamic clamping as a simulation of the in vivo condition

In an isopotential compartment, the amount of shunt current provided by a baseline of synaptic conductances \(G_{syn}\) is given by \(I_{shunt} = G_{syn} (V_m - E_{syn})\) as explained in more detail in the Methods section. We simulated the shunting properties of baseline conductances expected \(in vivo\) with a dynamic clamp conductance applied \(in vitro\). Three questions clearly need to be addressed before our findings can be interpreted as reflecting the functioning of synaptic baseline conductances \(in vivo\): (1) Is the background synaptic conductance \(in vivo\) of high enough amplitude to create shunt currents that significantly influence signal processing, and were the conductance levels applied with dynamic clamping realistic? (2) Is the use of focal dynamic clamp input at the soma a legitimate representation of distributed dendritic and somatic input occurring \(in vivo\)? (3) Are the observed results dependent on details of statistical fluctuations in input conductances that may not be realistic?

(1) Unfortunately, experimental data are not available to directly answer the question as to how large background synaptic conductances \(in vivo\) are, but a range of likely values can be estimated (see Methods). To lead to significant deflections in membrane potential synaptic conductances must be at least of similar size as the sum of all other conductances open in a neuron at a given potential. We measured the input conductance of recorded Purkinje cells to be 18 nS on average in the down-state, and higher in the up-state. The average conductance of our dynamic clamp conductance was 13.7 nS at gain 1, and 27.4 nS at gain 2. These values are at the lower range of conductances capable of controlling spiking behavior (Fig. 4, see also (5)), and at the lower range of estimates of conductances likely to occur \(in vivo\). Thus, the synaptic shunting observed in the present study is expected to be at the low end of the actual situation \(in vivo\). A severalfold increase in total conductance due to synaptic input has recently been described in cortical pyramidal neurons, indicating that the situation described here for cerebellar Purkinje cells is also applicable for other large neurons in the brain that receive thousands of inputs each second.

(2) The question as to the effect of distributed dendritic input \(in vivo\) compared to focal somatic input with dynamic clamping can be addressed by theoretical considerations and computer simulations. Cable theory shows that voltage attenuation in dendritic trees is strongly frequency dependent, and is greater from distal towards proximal locations than from the soma out. For a constant baseline of somatic conductance the attenuation of voltage towards the distal dendrites is only around 10% for a sealed-end dendrite with a total electrotonic length of 1 lambda. The maximal dendritic length of an active Purkinje cell is likely to be smaller than 1 lambda based on modeling results. These considerations explain why dendritic plateau currents can be controlled in a similar way with a purely somatic conductance source or a distributed dendritic current source in our active Purkinje cell model.39 In a direct simulation of synaptic shunt currents in a Purkinje cell model, we also found that a somatic conductance provided a similar shunting effect as a distributed synaptic input did.41 For fast transient currents these considerations are not valid, however, and specific dendritic integration mechanisms such as dendritic spiking in response to a large local EPSC can not be simulated with a dynamic clamp at the soma due to a much reduced space constant for fast signals. Inhibitory synaptic currents, however, have relatively slow time constants, and can be similarly shunted by either the presence of a pure somatic or a distributed dendritic conductance.

(3) No data are available currently to answer the question what the specific fluctuations in excitatory and inhibitory conductances are \(in vivo\), and how much excitation and inhibition are coupled. Therefore we assume that all inputs are random and independent of each other, which approximates a background ‘noise’ in the system, but not specific signaling. This background input can be described by its total conductance amplitude, and by the trajectory of \(E_{syn}\), the combined reversal potential of excitation and inhibition. The objective of this study was to examine how the amplitude and fluctuations of this random background input modulate the responses to specific inhibitory input bursts. Such a modulatory action by the background input seems inescapable in Purkinje cells \(in vivo\), which receive massive numbers of inputs. Our finding that the amplitude of background inputs modulates the duration of inhibitory signals suggests that overall activity level in the parallel fiber system may provide a suitable signal to gate the responses to specific inputs. This mechanism does not preclude the possibility of further specific interactions between different signaling inputs, which indeed are
likely to occur in cerebellar cortical processing. However, our findings are not restricted to the specific choice of input rates and EPSC/IPSC amplitudes we made, as the summed conductance of multiple random input trains retains a similar broad-band power spectrum (Fig. 2D) across a wide range of input conditions that could be considered realistic for Purkinje cell inputs.

The role of basket and stellate cells in mediating inhibitory Purkinje cell responses

Inhibitory interneurons in cerebellar cortex are traditionally grouped into two classes.19 In the outer molecular layer stellate cells send distributed axonal projections to Purkinje cell dendrites, and in the inner molecular layer basket cells send focused axonal projections to the axon hillock and soma of Purkinje cells, as well as ascending axonal projections to Purkinje cell dendrites. Physiological differences between stellate and basket cells have not been described to date, however. The anatomical dichotomy itself is not total, as a continuous gradient of axonal projection patterns can be found between outer and inner molecular layer interneurons.18,19 In the present study we found no evidence for a clear dichotomy of interneuron function. Similar spike pauses in Purkinje cells could be elicited from inner and outer molecular layer interneurons and the responses at both sites were gated by background conductances. Activation of presumed basket cells on average triggered a stronger response, however, supporting the notion that inner molecular layer interneurons make a strong contribution to Purkinje cell spike pauses. At all stimulation sites brief trains (2–3 pulses at 200 Hz) of interneuron activation were most efficient in triggering spike pauses, suggesting that brief bursts of granule cell activity may be a favorable stimulus triggering interneuron activation. Bursting appears to be a common mode of granule cell activation in distinct somatotopically arranged patches by sensory stimulation in the behaving rat,11 and molecular layer interneurons react with fast bursts of their own to such granule cell input bursts.27 Such interneuron responses are likely the cause for inhibitory sensory responses found in Purkinje cells overlying and surrounding areas,34 and is thus likely to contribute significantly to disinhibition of neurons in the deep cerebellar nuclei.

General significance of shunting in neural computation

Our findings in the present study are in agreement with previous studies suggesting that the amount of ongoing network activity influences the impact of a single synaptic input.1,10,38 While we focused on the effect of synaptic shunt currents, which are proportionally larger with increased synaptic conductance amplitudes, the same increase in input conductance also leads to a reduction of the membrane time constant of the neuron. A modeling study of a pyramidal cortical neurons showed that the reduction in time constant in particular can lead to a sharpening of the time window in which an excitatory input volley triggers a spike.1 In contrast to spike triggering by excitatory input volleys, the effect of an inhibitory input volley is more graded and prolonged. Thus the effect of a shortened time constant with increased background input is likely of much less significance for the processing of inhibitory input volleys. Our findings show, however, that the synaptic shunt current caused by background inputs is highly significant in modulating spike pauses caused by strong inhibitory inputs.
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